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[bookmark: _Hlk526665839]Abstract of the contribution: This paper proposes a solution for KI#4 to manage privacy of input data and how to reduce the volume of stored data in ADRF and transferred with NWDAF.
Discussion
[bookmark: _Hlk93059962]The FS_eNA_Ph3 has a KI #4: “How to Enhance Data collection and Storage” as agreed in S2-2201861. As per the KI description, aspects to be studied include:
-	Whether and what other enhancements are required for storage of data and/or analytics in ADRF, NWDAF and/or data source NF.
-	Whether and what other enhancements can be made to further reduce signalling and data traffic and the impact of obtaining data on data sources related to network analytics.
The following solution is proposed for TR 23.700-81 to address this aspect of the KI.
With the increasing need in 5G and beyond mobile networks to use AI/ML, a multiplicity of ML tasks will be executed potentially leading to an explosion of amount of historical data to be stored. With the ADRF being the 5GC NF deputed to store historical data and analytics, it is important for it save or limit resources for historical data storage while maintaining quality of historical data stored. Also, in today’s highly regulated environment, it’s expected that privacy-preserving technologies will become increasingly pervasive for applications like NWDAF built around the privacy and security of using sensitive data.
The above are well-known limitations, which are often overcome by using techniques focusing on reducing the volume of data to be stored and anonymizing the data records. Compression is a reduction in the number of bits needed to represent data. Nevertheless, reduction techniques can bring an appropriate solution to offer a win-win trade-off between data quality, data quantity and resource saving or limiting for the Database ADRF. 
Data Synthesis is a privacy-preserving technology that allows to also reduce the amount of stored data, and this solution proposes to use Generative Models (GM), as a tool to generate synthetic data that has the same statistical properties of the source data.
Proposal
It is proposed to add the following solution to TR 23.700-81.

*** Start of changes ***
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Table 6.0-1: Mapping of Solutions to Key Issues
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*** Next change (all new text) ***
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With the increasing need in 5G and beyond mobile networks to use AI/ML, a multiplicity of ML tasks will be executed potentially leading to an explosion of amount of historical data to be stored. With the ADRF being the 5GC NF deputed to store historical data and analytics, it is important for it save or limit resources for historical data storage while maintaining quality of historical data stored. Also, in today’s highly regulated environment, it’s expected that privacy-preserving technologies will become increasingly pervasive for applications like NWDAF built around the privacy and security of using sensitive data.
The above are well-known limitations, which are often overcome by using techniques focusing on reducing the volume of data to be stored and anonymizing the data records. Compression is a reduction in the number of bits needed to represent data. Nevertheless, reduction techniques can bring an appropriate solution to offer a win-win trade-off between data quality, data quantity and resource saving or limiting for the Database ADRF. 
Data Synthesis is a privacy-preserving technology that allows to also reduce the amount of stored data. Generative Models (GM) is a tool to generate synthetic data that has the same statistical properties of the source data. By using GMs which size in amount of bit may be smaller than the size of a source data, the size of historical data can be significantly reduced, while preserving data privacy too. Also, using GMs instead of raw data is more flexible, for ML tasks (such as those run by NWDAF) can locally generate exact amount of data they need.
This solution proposes that an NWDAF can use GMs to produce input data for inference and/or training, and the usage of the GM, and possibly the GM instance too, is included in the services exposed by ADRF, to reduce the volume of transferred and stored data. Few scenarios are possible:
1.	When NWDAF makes a request to retrieve data from ADRF, it indicates its capability to use GMs. Then ADRF provides the requested data along with a GM descriptor and/or a GM instance for the NWDAF to use it to generate further data.
2.	When NWDAF requests ADRF to store data, it also indicates the GMs used and/or requests to store the GM instance. This way, less data can be stored by ADRF, and when subsequent data retrieval requests are issued by NWDAFs for the same dataset, ADRF sends the GM descriptor and/or the GM instance along with the stored data, which are expected to be significantly less than the data actually needed by the requesting NWDAF for its operations.
6.x.2	Procedures
[bookmark: _Toc26386435][bookmark: _Toc26431241][bookmark: _Toc30694639][bookmark: _Toc43906662][bookmark: _Toc43906778][bookmark: _Toc44311904][bookmark: _Toc50536546][bookmark: _Toc54930320][bookmark: _Toc54968125][bookmark: _Toc57236447][bookmark: _Toc57236610][bookmark: _Toc57530251][bookmark: _Toc57532452][bookmark: _Toc93073667][bookmark: _Toc20203937]6.x.2.1	NWDAF requests ADRF to store data using GM
The procedure illustrated in Figure 6.x.2.1-1 shows an example in which NWDAF requests ADRF to store a partial data set and the GM used to create the full dataset.


Figure 6.x.2-1: Procedure to request ADRF to store data with a GM.
1.	NWDAF trains a GM instance or uses a GM instance to create the input data set needed for its operations, i.e., analytics and/or training.
2.	NWDAF requests ADRF to store partially the input data set, including a ShapeData indicator to inform that the data is synthetic along with the GM descriptor and/or the GM instance used to create the data set.
3.	The ADRF sends a response to NWDAF to acknowledge the operation.
6.x.2.2	NWDAF retrieves data from ADRF using GM
The procedure illustrated in Figure 6.x.2.2-1 shows an example in which NWDAF retrieves from ADRF a partial data set and the GM used to create the full dataset.


Figure 6.x.2-1: Procedure to request ADRF to ret data with a GM.
1.	NWDAF sends a request to ADRF in order to retrieve data, including a ShapeData indicator to inform that the data can be used to feed a GM, along with the GM support indicator.
2.	The ADRF sends the requested data to NWDAF, along with the supported GM.
3.	NWDAF uses the GM to create the input data set needed for its operations, i.e., analytics and/or training
6.x3	Impacts on services, entities and interfaces
-	NWDAF:
-	support to run GM to create data sets.
-	Add the ShapeData and GM support indicators in the service operations 
-	Send a GM or a GM descriptor to be stored at ADRF
-	ADRF:
-	Add the ShapeData in the service operations.
-	Send a GM or a GM descriptor to instruct NWDAF to generate data using the GM.

*** End of Changes***
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